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A numerical model of bio-aerosols transformation
in the atmosphere*

A. Penenko, K. Sorokovaya, A. Sorokovoy

Abstract. A non-stationary mathematical model of the bio-aerosols dynamics is
considered. It is stated as the initial boundary value problem for integral-differential
equation, describing the particle size spectrum dynamics with respect to coagula-
tion, condensation and evaporation processes. The numerical scheme for solving
the equation is presented. It is based on the splitting scheme and discrete analytical
approximations with fundamental solutions of local adjoint problems.

Keywords: mathematical modeling, aerosol populations, pollutant transforma-
tion, coagulation, integral-differential equations, bio-aerosols.

1. Introduction

This paper is an extension of the research into discrete analytical schemes
presented in [1-3]. We apply them to the aerosol dynamics problems. The
currently used numerical methods for the aerosol dynamics modeling and a
detailed literature review of the studies in this area are presented in [4]. By
now, different versions of the Smoluchowski equation describe a variety of
phenomena, such as bacterial growth [5], fish individual size schooling [6],
astronomical phenomena [7, 8], evolution of aerosol compositions [9], and
meteorological phenomena [10]. Presently, just several analytical solutions
for certain cases are known. That is why many numerical methods of solving
the Smoluchowski equation, such as the finite element method [11,12], the
finite difference methods based on special kernel presentations [13,14], the
finite volume methods [15,16], successive approximations method [17], the
moments method [18,19], Monte Carlo methods [20,21], and the grid less
approach based on the radial functions [22] were developed. A detailed
comparison of numerical methods is presented in [23]. In the current research
we use discrete analytical schemes with applying the adjoint integrating
factors [1,2]. It has not been used for solving the Smoluchowski coagulation
equation yet. The quasisteady-state Approximation (QSSA) method for
solving problems of atmospheric chemistry [2] and exponential Runge-Kutta
methods, are mainly used for solving parabolic equations [24].

*Partially supported by RAS Presidium Basic Research Program II.4P and RFBR
under Grants 14-01-00125-a and 14-01-31482-mol-a.
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2. Problem statement

The model of aerosols transformation processes in the atmosphere depending
on the particle sizes (including coagulation, evaporation or condensation and
diffusion) is considered. It is presented as an initial-boundary value problem
for an integral-differential equation according to [4,25,26]. The model time
interval is [0, Tiax], the particle sizes interval is [rumin, "max]:

XD | o (r) + sl 1) -
;/K(q(r, ), )e(q(r,v"), e’ t)w(r, ') dr' +
0
(1) / K )elr,£) dr’ + %(U(T)c('r,t)) -
5
ﬁ(UD(r)c(r, t)) =0, (rt) € (Tmin, Tmax) X (0, Tmax), (1)

¢(Tmin, t) = ¢(rmax,t) =0, ¢(r,0) = co(r).

We study the dynamics of biologically active substances and, in this connec-
tion, designations and physical content of the main variables from (1) taken
from [25,27]: c(r,t) € Z(Dy) is concentration of suspended particles with
radii in the range [r, 7 + dr] in time moment ¢, Z(D;) is space of sufficiently
smooth functions, D¢ = [Fmin, "max] X [0, Tmax],

3 7”’3)1/3, w(r, 7n/) —

q(r, 7’/) = (r q(r,r")2

K(r,r") = Ky(r,7") + Kg(r,r'),
Ky(r,r') = me(r + )2 Us(r) — Us ()],
Kg(r,r'") = 4xkT(r +r")(B(r) + B(r")),
_ kTB(r)Ap 4 4 pgB(r)Ag fl r?

OZD(T) = SV > 045(7") = 5777“ v Wa

K (r,r") is operator describing the process of particle coagulation, Kg(r, ")
is gravitational coagulation, Kpg(r,r’) is the Brownian coagulation, k is the
Boltzmann constant, T is temperature, Ap and Ag are vertical and hori-
zontal deposition surfaces of the particles, ap and ag are particles removal
rates, V is volume of aerosols localization, p is particle density, g is accel-
eration of gravity, dp is thickness of the boundary layer, n is gas viscosity,
¢ is effectiveness of particle collisions,
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B Cn(r) B 0.87
B(r) = 6mnr’ Cn(r) =1+ 1.246Kn(r) + 0.42Kn(r) eXp(_Kn(T) )’
- 3 \1/3 1.333Kn(r) + 0.71\
U(?“) = 47T(%> DQTCV(S - eXp(Ke(T)» (1 + 1+ KH(T)_l > ’
2petd o ! doy
Us(r) o = Cn(r), n(r) - e(r) o kT

B(r) is mobility of the particles of radius r, Cn(r) is the Cunningham em-
pirical correction factor, U(r) is condensation growth rate, Ug(r) is particles
gravitational settling rate (Stokes’ law), Up(r) is diffusion rate from kinetic
theory, Kn(r) is the Knudsen number, Ke(r) is the Kelvin number, [ is the
mean free path of gas molecules, peg is effective density of spherical parti-

1 .. . . . . .
cles, Dy = gvl is vapor diffusion coefficient, v is the mean molecular velocity,

S = % is super-saturation ratio, C, is vapor mass concentration in terms
of the bulk liquid vapor pressure at system temperature 7', C, vapor mass
concentration, o is surface tension, and « is molecular volume of particles.

The task of this study is to develop and to test an efficient numerical
scheme keeping solution positiveness, and to apply the developed scheme to
the simulation of the aerosol population dynamics.

3. Numerical scheme

We will consider problem (1) over the time interval t; <t < t;iq; (1,t) €
(Tmin, Tmax) X (tj,tj41). Let us introduce a grid domain on [0, 7] and split (1)
with respect to physical processes [28]:

8616(:’“ + A(cr(r,t),rt)er(r, t) = f(r,t), (2)
ci(r,t) = e(r,ty), e1(rmin, 1) = €1(rmax: ) = 0, e1(r,0) = co(r), (3)
ac?é:’t) + (ap(r) + as(r))ea(r,t) + ;n(U(r)C2(T= t) -
2
%(UD(T)Cz("St)) =0, (4)

02("”, tj) = 01(7“, tj+1)7 CQ(Tmina tj) = C2(Tmax7 tj) = Oa C(T, thrl) = 62(r7 tj+1)'
(5)
At the first splitting stage we solve the equation that describes the co-
agulation process, the result is treated as the initial value for the second
stage (as concentration from the previous step). Then we solve the second
equation, obtaining the result that is treated as the solution at the end of
the interval [t;,t;41]. Repeat this cycle till the end of sub-intervals.
In the following sections, numerical algorithms by which we solve prob-
lems (2)-(5) are presented.
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3.1. Numerical schemes for the coagulation equation. In order to
obtain numerical schemes for (1), we use the variation principle described
in [2]. We compose an integral identity for (2) with the function ¢* € Z(D,):

ti+1
/ (66(81; t) + A(C7 T, t)C(T, t) - F(Cv T, t))C*(T, t) dt = O’ (6)
tj
where
A(c, T, t) = / K(T, r’)c(r’, t) d7~/7
" 2
F(C, r, t) _ / K((’I”3 - ?"/3)1/3,?”/)6((7‘3 - rlg)l/g,t)C(T, t)w dr'.
re—=r

Let us introduce grids on the intervals [0, Tiyax], ["min, "max):
h_ [y 4. . — — =1
wp = {t] =tj-1+ At]a to =0, tj = Tmax, J =1, JO}:
W:L = {’I“k =TE_1+ A’f’k7 70 = Tmin, TNy = Tmax> k= ]_’]\70}>7

where Ny is the number of particles ranges.
Integrating identity (6) by parts, we obtain

tir1
. ac* (rg,t ¥
c(rk,t)c*(rk,t)}g+1 + /(—C(azk)c(rk,t) + A(c,rg, t)e(rg, t)c (rk,t)>dt
t.
’ tjr1
= / F(e,rg, t)c (g, t) dt. (7)
tj

To simplify expression (7), we choose ¢* from the solution of the local adjoint
problems [3]:

Oc* (g, t)

5~ Al ) () =0, ¢y tj) = 1,

which can be approximated as
¢ (rp, t) = eAemet)t=tis), (8)

After this we obtain a discrete analytical expression for the concentration
at the step j + 1:
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tjr1
c(r,tj+1) = c(rp, tj)c* (i, tj) + / F(e,rg, t)c* (g, t) dt.
tj
Replacing ¢*(ry,t) with its approximation from (8), we arrive at
tjr1
c(rpstigr) = c(rg, ty)eEmet) =t +/F(C,7“k,t)€A(CT’“’t Utv) g (9)
2

Now we replace integrals in the operators A and F' with their discrete
analogues (obtained with the method of trapezoids [29]):

A(e, g, t) = / K(r, e t)dr' ~

Tmin

)+ K ; i+1,1t
Ale, g, t Z Rlrey re)elrst) + Klrw, ruta)Jelrers, )Arka

— 2
F(e,rg,t /K q(ri, "), r)e(q(ri, '), t)e(r’, t)w(rg, ") dr’ ~
) k-1
Fle, i, t) = 7 Z{K((I(m,ﬂ'),Ti)c(fY(TmTz‘)vt)c(ﬂ,f)w(rkyﬁ) +
i=1

K(q(ri+1,7i41), rig1) (k415 Tig1), ) e(rig1, ) w (41, Tz‘+1)} Ary,

where )

,
alrir”) = (k=) ) = o s,

q(rx,m;) = arg min [q(r, ;) — 7|,
rewh

For approximation of equation (9), we use the single-stage numerical
scheme presented in [1,2,30]:

1—e A(crk, At

—A(e,ri tj) At F tAt 10
- Ale,ri, tj)At (e )AL (10)

c(rg, tjp1) = c(rg, tj)e

k = 1,Ng. We choose At from the condition of expression e~ Aleriti) At
significance:

’A(C, Tk, tj)At’ <1
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3.2. The process of vaporization (condensation). The full convec-
tion-diffusion model is the following:

c\r ’
2 (an(r) + as(r)elrt) + S U)r) = 55 (Un(r)etrnt) =0

According to [25], the diffusion term can be neglected because of its non-
significant contribution. Then we will consider the model

oc(r,t)
ot

+ (ap(r) + ag(r))e(r,t) + %(U(T)C(’I“, t)) =0.

For the difference scheme we use the Godunov upwind scheme, described
in [31]. We obtain the difference scheme of the first order of accuracy:

c(rr, tjv1) — c(re, tj)

+ (ap(rk) + as(re))e(rr, tiv1) +

At
U+ c(ristjv1) — c(re—1,tj41) LU c(ri, tjv1) — c(ren tivn) 0. (11)
Ar Ar
Ut — |U(7‘k)|2+ Ulre) - = |U(7’k)!2— Ulre) ) 1w,

As a result, we obtain the concentration value ¢(r,t;11). The equations
system is solved by the three-point sweep method [32].

4. Algorithm validation on analytical solutions of the
Smoluchowski equation

In order to check algorithms, we will apply the numerical scheme obtained
to the problem having an analytical solution. Equation (2) is written down
in radii variables:

Pt [ KO
0
_ 1 r K((r?’ _ 7”/3)1/3 r’)c((?”3 - 7”/3)1/3 t)C(T‘/ t)L dr’ (12)
2 ], , ) ) (rg_rl3)2/3 ’

Usually, it is studied in volume variables and is known as the Smoluchowski
equation. Let us show the equivalence of the equations in radii and volume
variables according to [25]. Denote

T 2

T
I = /K((r3 — ) e =) e, t)m dr'
0
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Tmax

I, = / K(r,r")e(r' t) dr'.
0

In order to reduce (12) to the equation in volume variables, we make use of
the relation between radii and volume:

4 4 4
V= 571'7“3, V' = gm”?’, av’ = d<§7rr'3> = dmr"dr’.

In addition, according to [25] there are the following relations between con-
centrations in volume variables and concentrations in radii variables:

e(r,t) = 47rr20v(V, t), (' t)= 47rr'20v(Vl,t),
c((?"3 _ T‘/3)1/3, t) = 471'(?”3 _ T/3)2/3CU(V _ V/,t), K(r, 7,/) = I_{(V, V/).

Then integrals I1 and I» take the form:

1%

47r(r3 — r’3)2/3c (V=V"1) dv’

/ v ] 12 /
/ (Vv -V, (75— 72/ Arr'=e, (V )747”,2,
0 ‘/rrlax dv[
% 2
I = /K(V,V’)47r7“’ cv(V’,t)4mJ2.
0

Equation (12) takes the form

Ocy(V, t 1
47Tr2ét) = 511 — 47rr20v(V, t)I,
Finally, we will obtain
ey (V, 1 r
U t
c g 2/ V=V Veo,(V =V t)e, (V' £) dV' —
0
Vmax _
co(V,1) / ROV, V' )eo(V/ 1) dV". (13)
0

When Viax(Tmax) tends to oo, equation (13) takes the form of the Smolu-
chowski equation. Analytical solutions of the Smoluchowski equation for
some ¢, (x,0) and K (x,y) are provided in [33]. Let us present them here:

4.1. The case K(z,y) = 1. If ¢,(z,0) = exp(—=z), then

Gy(z,t) = N2(t) exp(—N(t)z), N(t)= —.
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4.2. The case K(z,y) = zy. If ¢,(z,0) = exp(—z)/x, then

I (2zt'/?)

cy(z,t) = eXP(—T(t)QC)W;

where

14t t<1 17
T(t)_{%—li_ﬂ: t;1: 11(9:)—F/exp(xcose)cosede.

0
4.3. The case K(z,y) = = +y. If ¢,(z,0) = m%mexp(—xﬁ), then

Cy(x,t) = m exp(— exp(—2t)z/2).

We verify the effectiveness of the proposed method using the exact solu-
tions presented in Cases 4.1-4.3. The above-described method of calculation
has been implemented in C++. The results are shown in the table. The or-
der of a relative error ||¢,(r,t) —cy (7, tj41)|/[|Cu(r, t)|| is presented depending
on the time step At, where the norm of the space Ls is used. The number
of radii ranges is 5000.

Accuracy of the Smoluchowski equation solution obtained by the discrete analytical
method from 3.1

At

Case
10-8 10-7 10—6 10-9 10—4 10-3 102 10-1

4.1 107100 1079 | 108 | 10% | 10 | 1004 | 103 | 1072
4.2 10712 | 10711 ] 10710 109 | 106 | 10° | 1004 | 103
4.3 108 | 107 | 10% | 10° | 1004 ] 103 | 102 | 10!

5. Numerical modeling of bio-aerosols dynamics

Algorithm based on proposed discrete analytical scheme (10), (11) was de-
veloped in C++ language. The functions K(r,7%), ap(r), as(r), U(r,t),
and Up(r,t) are set according to the definitions of Section 2. The following
values were used in the numerical experiments:

n=182-10"%Pa-s, peg=10%kg/m® p=1kg/m*

Ap =200m?, Ag=600m? Us=0.00002 m/s,
1=6.53-10%m, T=298K, V =2000m?, (14)
0=35-100"N/m, S =1.0379, Np=300,

C, =1.5496 - 10~ kg/m®, C, =1.6083- 10~ kg/m?®.
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n [34], aerosols of the biological origin are under consideration. Ac-
cording to this classification, various bio-aerosols categories can be specified
by characteristic parameters— concentration in the air, mass concentration,
aerosol particles radii sizes. The proposed numerical algorithm for solv-
ing (1) was tested on two species of bio-aerosols— pollen and bacteria.

For the numerical modeling of pollen species, the following input values
are used according to [34]:

Poin = 1070 m,  roax = 401070 m, Thax =3-107 s

4 . -3 3 -3 (15)
At=5-10"s, minc(rg,t) =10 m™°, maxc(rg,t) =10° m
1000~
. 800
=
§ 600+
i
5 400
2
3
200
0% X
1004.5- 10 6'75 10" 61 2 107 4107

Radii, m
Figure 1. Initial distribution of pollen
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[ R

4-10°

Radii, m

10'6
2-107 3-107

Time, s

Figure 2. Solution of (1) with the parameters (14), (15)
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1 1
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2.15-10° 5.3-10° 8.45-10° 1.16-107 2.9-107

Figure 3. Cross-section of 10 micrometer radii particles for the solution of (1)
with the parameters (14), (15)

The initial distribution and the solution are shown in Figures 1-3.

For the numerical modeling of bacteria species, the following parameters
are chosen according to [34]:

Pmin =0.1-107%m,  7max =10-10"%m, T = 6-10° s, (16)
At =10%s, minc(rg,t) = 10> m™, maxc(rg,t) = 107 m™3.
The initial distribution and the solution are shown in Figures 4—6.

In Figures 3 and 6, the upper boundaries for health-related particles
ranges less than 10 and 2.5 micrometer are presented. In the carried out
experiments, the respirable suspended particles concentration increases in
the beginning of the experiment and then decays. As we can see from

10000

8000+

N

(=]

(=]

(=]
1

4000+

Concentration, m-3

2000+

0% ¢ % > %
1071.1-10°1.9-10°¢ 3-10° 107
Radii, m

Figure 4. Initial distribution of bacteria
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1
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Radii, m
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0 2-10° ) 4-10° 6-10°
Time, s

Figure 5. Solution of (1) with the parameters (14), (16)
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104 8-10° 1.55-10° 2.21-10° 2.87-10° 3.53-10° 5.95-10°

Figure 6. Cross-section of 2.5 micrometer radii particles for the solution of (1)
with the parameters (14), (16)

Figures 3 and 6, the time scale of pollen and bacteria reaction duration are
measured in months, and in [27] it is measured in hours. This difference
is explained by different orders of initial concentrations: in our bio-aerosols
experiment maximal concentration has 10* order, in [27] — 108. Note that
the duration of the reaction with a bigger amount of particles is lesser. The
time scale revealed in the experiments can correspond to the long-range
(global) bio-aerosols atmospheric transport processes.
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6. Conclusion

The discrete-analytical scheme approach has been applied to the aerosol
populations dynamic model. The splitting technique was used to split the
model to physical processes: coagulation and evaporation. The splitting
scheme allows building efficient algorithms for complex problems. For the
splitting step, corresponding to coagulation processes, the explicit discrete-
analytical scheme has been built. The time step restriction for this scheme
is weaker than it is for standard explicit schemes. Moreover, the scheme pro-
vides non-negative solutions for non-negative initial data. The algorithms
check has been done for the Cauchy—Smoluchowski problem with three ver-
sions of the coagulation kernel, whose exact analytical solutions are known.
The comparison of calculations results has shown algorithm efficiency. The
results of calculation with realistic parameters values for the bio-aerosols
dynamics model are presented.
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