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Data compression with |
YIl-approximations based on splines

O.E. Baklanova and V.A. Vasilenko

The paper contains short description of LII-algorithm for the approximation of the func-
tion with two independent variables by the sum of products of one-dimensional functions.
Some realizations of this algorithm based on the continuous and discrete splines are pre-
sented here. Few examples concerning with compression in the solving of approximation
problems and colour image processing are described and discussed.

1. Theoretical background [1]

In the modern formulation the problem of the best XII-approximation
means the following. Let X(Q,) and Y(Q,) be two Hilbert functional
spaces over multidimensional domains @, C R™, , C R™, n; > 1,
ny > 1, Q=9 xQy and Z(Q) = X(2;) @ Y(y) be the tensor product
of the spaces [2]. For the function f(z,y) € Z(Q2) we need to find the best
YII-approximation in the form

Y 8¥)(z) . 1), 1)
k=1

where ®*%) ¢ X(Q,), ¥*) € Y(Q,), or in the particular case [1], they belong
to the finite dimensional subspaces X,({2;) and Y;,,(£,) of the spaces X (£2.)
and Y (Q,) respectively. For the unknown function q)(yk)(m), U(*)(y) we have
the expansions )

m
oM (z) =Y aPei(a),  n=dimX,,
=1

- Q

i=1

where 1, @2, ..., s form the basis in X,, and 4, %3, ..., ¥, form the basis
in Y,,. Thus, to find the best LIl-approximation we need to determine the
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coefficients agk), ﬂgk), i=1,n,j=1,m, k=1,s from the minimization of
the functional

2
E{(@,P) =

n,m

,  (3)

Z(Q)

-3 [ Sl 3600
—-1 1

= =1 j=1

with respect to these coefficients. Without lost of generality we assume
that (see [1])

18Mx = [¥®ly, (8%, 8W)x = (¥®,¥D)y =0, k#1L
Let us introduce two Gram matrices

A= {(%e,soj)x}:j:lv 5= {ub)r}

m
6,i=1

and the rectangular m X n - matrix F' given by formula
F = {fij}i;:l’ f:'j = (f(.?:, y)a Soi(:r)wj(y))25

and consider the generalized eigenvalue problem with the block matrices

BN B

It is easy to see [1] that the problem (4) has s < min{n,m} positive
eigenvalues
AIEAZZ---2A5>O

and corresponding normalized linear independent eigenvectors
(Au®, u®)) 4 (Bo®, o) =1, k=Ts
7

are connected with the optimal coefficients @(*), ¥ by formula

a® = o u®, Y = /28 v (5)

Taking into account the “aposteriori” error estimate [1]
8
ES)L = IfIl7 - Y% (6)
k=1

one can see that the optimal strategy is the search of eigenvalues in order
of decay to provide the best minimization of E,(fz,, (a,B).
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Using the well-known trick based on the Cholessky decomposition A =
LL*, B = MM* of the Gram matrices, it is possible to reduce the gener-
alized eigenvalue problem (4) to usual eigenvalue problem

(L'FM* Y (LYFM* Yw = Mw (7)

of the order n or m.
It is easy to describe the main steps in the construction of the best
YIl-approximation with the given accuracy level € > 0

Step 1. Choice of the basic Hilbert spaces X and Y

Step 2. Definition of the Hilbert tensor product X ® Y corresponding to the suit-
able cross-norm

Step 3. Choice of the finite dimensional subspaces X, C X, Y, C Y and their
basises

Step 4. Assembling of the Gram matrices A and B
Step 5. Assembling of the rectangular n x m matrix F

Step 6. Consequent determination of the eigenvalues and eigenvectors to provide
the given accuracy level in XII-approximation

The structure of the software for the construction of the best XII-
approximation usually repeats this structure with some differences con-
cerning with the concrete algorithm for the eigenvalue problem and some
additional possibilities like visual control.

2. X II-approximation and polynomial splines
Let Q, = [a,b], Q, = [c,d], and X(Q;) = H*(a,b), Y(,) = H"(c,d) be
the Hilbert spaces with the scalar products
b
(u, 0)Hs(ap) = / [uv + ul)o®)]de,
a
) ®)
(u’U)H"’(c,d) = /[H‘U + u(’)v(’")]dy.
The tensor product H*>"(Q), @ = [a,b] X [¢,d] of these two spaces with

respect to the suitable cross-norm consists of the function of 2 variables
with the norm

[ Fu\? (u\? [ tu\?
- 2
et = | [ [ [+ (32 (5e)'s () | s

1/2
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and corresponding scalar product.
Let us divide the intervals [a,b] and [c,d] by some mesh points,

6=21<23<...<Tp=b, ¢c=ph<Pp<...<yn=d

and connect with these meshes the finite dimensional subspaces X, = 5, C
H*(a,b), Y,, = S C H'(c,d) of the polynomial splines of the defect one
with the suitable smoothness. It is well-known fact that the basises of
the local functions (B-splines) do exist in three spline spaces [3]. If the
function f(z,y) belongs to the space H™*(2), then the prescribed ZII-
procedure can be applied to approximate f(z,y) by the sum of products
of one-dimensional splines. '

To estimate the compression coefficient we consider bicubic spline
fu(z,y) connected with the uniform 6 x 6 rectangular grid in the unit
square which interpolates the function

f(z,y) = sinzy - exp(2? + ¢*)

with the accuracy 10~3 in H%?-norm (see Fig.1). The exact representation
of this spline with two-dimensional B-splines requires 8 x 8 = 64 coeffi-
cients. If we construct XIl-approximation based on the one-dimensional
cubic splines with the same accuracy level 102 in H?2-norm, then only 2
eigenvalues are necessary to provide this error, and a number of coefficients
in YII-approximation is 2 x 8 x 2 = 32; thus the compression coefficient is
64/32 = 2.
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3. Using the discrete splines for
data compression

If the initial two-dimensional function is given in the discrete form f(i,j)
like the image after scanning, then it is natural to apply the discrete splines

instead continuous polynomial splines in ¥Il-algorithm of data compression.
Let

Q. ={1,2,...,n}, Q,={1,2,...,m}.

We denote by H"(12;) and H*(€,) the Hilbert spaces of the mesh functions
with the norms

1l

|l e (2

1 1 172
[nz i)+ = SI@aF|

1/2
Ioll0,) = | Y DISURSES 3 P10

where A,, A, mean the divided differences of the order r or m. The
tensor product H™*(; x Q,) can be defined as the Hilbert space of two-
dimensional mesh function with the cross-norm

" = [iz i)+

nm

> (Aru)(i, )

’r)m

+ m Z(Asu)z(i,j)

1 A A 12
e D]

where A, and A, mean the finite difference dlfferentlatlon with respect to
1-st and 2-nd variable.

Let wy > 1, wy > 1 be some integers, and n = kz - wz, m = ky - wy
where k;, k, are also integer. It is easy to connect with the “uniform mesh*“
1,w,2w,...,k-w the space of discrete splines with the basis of discrete B-
splines; these B-splines can be obtained by the few discrete convolutions of
the mesh piecewise constant function

x(i) = L _[%] sis [%]’ '
0, otherwise.

We describe now an example of data compression with the discrete
splines. Let the function

f(z,9) = sin(4n(s? + ¢ + =)
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be given at the unit square [0,1] x [0,1] (see Fig.2). We consider the
corresponding mesh function at 130 x 130 uniform grid and approximate
it with the accuracy level 0.01 in the mesh H%Znorm by the TII-function
with one dimensional discrete splines, corresponding to w = 3. We need
only nine terms to provide this accuracy, and compression coefficient in
this case is about 41.4.
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4. Compression of colour images

In the red-green-blue (RGB) representation the colour image is the vector
function of these components. At first we extract from the colour image
the half-tone component by the following law: every colour pixel (r;, g, b;)
corresponds to the scalar a; = min{ry, g;, ;}. The rest part of colour image
consists of the pixels (r; — a;, gi — ai, b; — a;). Formally we divide the initial
colour image into four half-tone components I; = {a;}, I = {r; — a;},
I3 = {g; — a;}, Is = {b; — a;}. Each of these components is the scalar mesh
function of two integer variables, and for each of this functions we apply
L-algorithm based on discrete one-dimensional splines with w = 1. In
this case the “degree“ of the splines does not matter, and the norm which
we choose is H%%-norm.

There is no way to demonstrate the compressed and the initial colour
image in this edition because colour photographs are impossible here. By
these means we give only an expert evaluations for some colour 320 x 200-
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images. To provide the exact restoration of this image we need 200 terms
in Yll-approximation. But the visual control shows that the number of
terms is extremely less, especially for the components I3, I3, I;. We show
the expert evaluation of the colour image quality in the following table

Number of eigenvalues
Expert evaluation
L I I L
50 1 1 1 fair
50 3 2 3 good
50 7 6 10 excellent
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