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The parallel three-dimensional PIC code for
the numerical modeling of ultrarelativistic beams∗

M.A. Boronina, V.D. Korneev

Abstract. We present a parallel 3D algorithm for simulation of beam-beam ef-
fects in super-colliders, where colliding beams have superhigh densities and high
relativistic factors. The algorithm is based on particle and domain decomposition
and demonstrates good speed-up and scalability.

1. Introduction

In this paper, we present a parallel particle-in-cell code for the numerical
simulation of ultrarelativistic charged beams in supercolliders. This code is
three-dimensional and takes into account high relativistic factor values and
a significantly nonlinear charge density distribution.

Today the most elaborated method of the numerical simulation of beam-
beam effects for relativistic charged particles is based on the slice model.
Both colliding bunches are divided into macroparticle slices, and then the
two-dimensional field of transverse forces is calculated for each slice. Usually
the transversal field is calculated with the Basetti–Erskine equations [1] or
as a derivative of 2D potential. The Poisson equation with boundary condi-
tions or the Green function can be used to obtain the potential [2, 3]. The
particles of the counter beam receive a kick of the 2D fields, changing their
motion. Standard ways of parallelizing are based on the slice decomposition,
when one or a few slices are assigned to one processor. Another way is a
two-dimensional domain-decomposition approach, when each processor con-
tains one rectangular block domain. But this method is not effective when
particles move far from their positions during the time step. This problem
can be avoided by using a particle-field decomposition [4].

This quasi 3D approach is used for studying the problem of “strong-
strong” interaction. However, the reduction to the 2D problem, where the
longitudinal motion is simulated by “re-arrangement” of slices, cannot com-
pletely cover the longitudinal effects, which are of particular importance for
colliding beams with superhigh densities. In addition, the model complicates
the simulation of the beams crossing at a big angle. In the 3D algorithm pro-
posed, we employ the Vlasov–Liouville equation for the distribution function
of beam particles, a three-dimensional set of Maxwell’s equations and the
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new methods for initial and boundary conditions calculations [5], which au-
tomatically account for such difficulties. We solve these equations by using
the particle-in-cell (PIC) method and the leap-frog scheme [6].

The parallel code is based on the domain decomposition along the
transversal direction: every processor group receives its own part of the
subdomain grid and all the particles of the subdomain. We additionally em-
ploy the particle parallelization: within the group every processor receives
its own set of particles [7]. This method allows one to appreciably increase
the scalability and to overcome high restrictions on the number of particles
due to a high nonlinearity of the density distribution and the limited pro-
cessor memory: for 6 processors and 100× 100× 100 grid the limit is 2 · 106

particles, which means quite a small number of particles in a cell for the
PIC method. With advances of the code and with the advent of its paral-
lel supercomputer version it will be possible to apply it to the beam-beam
simulations for supercritical parameters.

2. Computational methods

Let us consider the motion of the counter charged electron/positron beams
in the rectangular domain [0, Lx]× [0, Ly]× [0, Lz]. The motion takes place
in vacuum in self-consistent electromagnetic fields with allowance for the
external focusing field. Each beam is defined by its shape, size, coordinates
in space and time, the number of particles, nonlinear density distribution.
We need to analyze the particle motion dependence on the given beam
configuration.

The problem can be described by the Vlasov kinetic equation for the dis-
tribution function of electrons f− = f−(r,p, t) and positrons f+ = f+(r,p, t)

∂f±
∂t

+ v±
∂f±
∂r

+ F±
∂f±
∂p

= 0. (1)

The Lorentz force can be calculated from the following equation:

F± = e±(E + v± ×H/c) (2)

and the particle impulse p = γ±mev±, where the relativistic factor γ± =
(1− |v±|2/c2)−1/2.

Maxwells equation system connects the charge densities n+, n−, the
current j, the electric and magnetic fields E and H:

rotE = −1
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The charge density represents the distribution function moment:

n+ =

∫
V
f+ dV, n− =

∫
V
f− dV, j =

∫
V

(f+ve− f−ve) dV.

The Vlasov characteristic equations coincide with the equations of the

particle motion:
∂p±

∂t
= F±,

∂r±

∂t
= v±.

All the equations are written in dimensionless variables, the character-
istic length L of the beam is 1 cm and the characteristic speed v of the
particles is the speed of light. We use the particle-in-cell method with the
PIC form-factor and the leap-frog scheme [8, 9]. All the components are
calculated at the half-step time and space grids. In this case, all the deriva-
tives involved in the equations are written with central differences, and this
scheme provides second order with respect to time and space. For example,
we use the following scheme for Maxwell’s equations:

Hm+1/2 −Hm−1/2

τ
= − rothE

m,
Em+1 −Em

τ
= jm+1/2 + rothH

m+1/2.

The second-order scheme for the impulse is the following:

pm+1/2 − pm−1/2

τ
= q

(
Em +

[vm+1/2 + vm−1/2

2
,Hm

])
.

The stability condition of the method is vτ/h < 1, where h =
min{hx, hy, hz}, and exactly this condition defines the times step (not the
accuracy condition).

We use the Villancenor–Buneman scheme [10] in order to calculate the
currents. This method exactly satisfies the Gauss law in finite differences,
thus significantly reducing the approximation error and making the algo-
rithm more robust.

The initial conditions and boundary conditions are required for the scheme
application. A new method for the boundary and initial condition calcula-
tions is based on the assumption that the model particles have the shape of
needles with length hz directed along the axis z:

Ex(x, y, z) =
2q(x− x0)

hz((x− x0)2 + (y − y0)2)
,

Ey(x, y, z) =
2q(y − y0)

hz((x− x0)2 + (y − y0)2)
,

Ez(x, y, z) = 0, H = [v,E].

The advantage of the model proposed is three-dimensional Maxwell’s
equations, which allow calculating the beams movement regardless of the
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collective motion direction. The main problem of the three-dimensional
modeling is the presence of the relativistic factor, which is an unavoidable
part of the problem. This leads to the high gradients and, thus, to the neces-
sity of creation and application of the corresponding parallel algorithm [5].
Furthermore, the beam density distribution is highly nonlinear (Gaussian in
each direction), and we have to use a high resolution spatial grid.

Another problem is associated with the hour-glass effect: the beam
changes its shape significantly due to the focusing conditions, and the over-
whelming majority of the particles are concentrated in a small intersection,
while the size of the domain is very big.

Figure 1. Beam profiles in z–x plane

In addition, the essence of the
PIC method is in using an appro-
priate particle number in cell. The
convergence condition leads to de-
creasing the time-step with decreas-
ing the spatial step, and thus –– to
decreasing the number of particles.
All these facts necessitate creating
a well-balanced highly scalable 3D
parallel code.

3. The parallel algorithm description

The parallel algorithm in question is based on the following domain decom-
position. The spatial domain is uniformly divided into stripes along the
axis y. The collective particle motion takes place in the longitudinal direc-
tion, thus the quantity of interprocessor communications will be smaller in
comparison with the case of decomposition along the axis z. Each subdo-
main is assigned to a group of processors n = 1, . . . , isize0, each processor
in the group (k = k1, . . . , kn) having the same spatial grid data, and the par-
ticles corresponding to the physical subdomain are divided evenly among all
the processors of the group. Such a way of parallelizing yields the even
particle distribution within the group due to using many processors in the
high-density regions of the domain.

In order to calculate the initial and boundary electric fields, each pro-
cessor computes its own density 3D array and sends it to the corresponding
main processor of the group. The main group processor n calculates its own
field 3D arrays and sends it to all the main processors n = 1, . . . , N , after
the procedure is completed, it broadcasts the obtained field data within the
group. The main group processors use Maxwell’s equations to obtain new
fields and broadcast them within the group. When the particle leaves the
corresponding subdomain, the algorithm sends its parameters to one of the
neighboring processors.
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Figure 2. Linear decomposition structure: isize = isize0 = 10

Figure 3. Decomposition structure: isize = 10, isize0 = 6

It is necessary to calculate the initial particle distribution twice. First,
the master processor computes the number of particles in each of isize0

groups, determines the most optimal processor distribution of given isize

processors among these groups and the maximum number of particles in
every processor. Then the master creates the initial particle parameters
and sends the packs of parameters to each of isize processors until all the
particles are distributed.

The algorithm described has been tested on some characteristic examples
of a relativistic beam motion simulation. For example, the beam consists
of the electrons with the same energy moving strictly along the axis z at
γ = 104. The particle density is distributed according to the Gaussian law
with the focusing condition with focusing dimensionless parameters εx =
εy = 5 · 10−7, βx = βy = 0.1, σz = 0.1, where εx and εy are the radial and
vertical beam emittances, respectively, βx, βy are the corresponding beta-
function values, σz is the size of beam along the axis z. The relativistic factor
γ = 6.85 · 103 , the charge Q = 2.63 · 108e. The size of the computational
domain in dimensionless units is Lx = Ly = 10−2, Lz = 1. The spatial grid
is taken as 120× 120× 120, the number of particles is 106, the time step is
10−5, the number of time steps is 3 · 104.

All the numerical experiments are performed on the Siberian Supercom-
puter Center cluster (ICMMG SB RAS), 576 4-core processors Intel Xeon
5450/E5540/X5670.

In the table, the time calculation and the maximum particle number is
shown. The isize0 column is number of groups, isize is the number of
processors, the fourth column corresponds to the maximum particle number
in processor t = 0 in the beginning, the fifth column is maximum particle
number in processor through whole the computational steps.

The table demonstrates the advantage of additional processors in groups
in high-density regions. We can see that for isize = isize0 = 12 the calcu-



20 M.A. Boronina, V.D. Korneev

isize0 isize 500τ , s jmax, 106, t = 0 jmax, 106

6 6 98 475025 500162
6 10 39 159123 167167

10 10 93 396014 497950
10 12 49 198030 248795
12 12 84 120590 494225
6 12 37 119283 125476

lation time is 84 s against 98 s of isize = isize0 = 6, but the time needed
is much less when there are 12 processors in 6 groups. We corroborate the
idea of adding processors in high-density regions–– it is much more effective
to add 4–6 processors to the groups in the middle of calculation domain
(37–39 s) rather than to distribute them along the line (93 s). This effect
is connected with a significant particle number decreasing (from 4 · 105 to
1–1.5 · 105) at the initial time, and yields the number of particles decreasing
from almost half all the particles down to 1.2–1.8 · 105. Although we can
see that there is no big difference between 10 and 12 processors in 6 groups
because of interprocessor communications within the group.

Figure 4 demonstrates the efficiency dependence on the processor num-
ber N (isize) for isize = 5, grid 60 × 60 × 60, the number of particles
106, the calculation time of 1000 time steps being 300 s. The efficiency for-
mula is EN0TN/TN0 , where N is the number of processors, N0 is the initial
number of processors. In the best way it could be monoprocessor program
and N0 = 1, but there is not sufficient memory resources to perform the
numerical experiment. Thus, the efficiency is equal to 1.0 when we use
N = isize0 = 5. TN and TN0 are the run times on the corresponding the
number of processors.

We can see from the picture that adding new processors to the high-
density domain significantly increases the efficiency while the processor num-
ber is not quite big ( ∼ 20 in 5 groups), and then iterprocessor communica-
tions with spatial grids within each group takes more and more time, because

Figure 4. Parallelizing efficiency:
isize = 5, J = 106, grid 60× 60× 60

Figure 5. Parallelizing efficiency:
isize = 20, J = 107, grid 120× 120× 60
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the processor number in each group arises, hence the efficiency decreases.
We can obtain the same result from higher parameters, isize = 20, grid

120 × 120 × 60, the particle number 107, the calculation time of 1000 time
steps is 67 s (Figure 5). The graph dips can be explained with asymmetric
processor distribution in groups, and thus some processors remain idle. From
the numerical experiments, we obtain that the most efficient isize0/isize
ratio is when isize0 is 1/7 of the grid size along the axis y and isize is
about 3–5 isize0. In the case of a big grid, the efficiency decreases due
to sending grid copies within every group, however it is the only way to
perform calculations with such high number of particles and small spatial
steps. As the reasonable minimum Ny in processor is 4 (2 nods + 2 auxiliary
nods), the parameters are limited only by the array size ∼ 4NxNz of the
grid subdomain in any processor.

4. Conclusions

The new three-dimensional parallel algorithm for the beam-beam simulation
with rather high gamma-factors (γ ∼ 103 and higher) has been developed.
The algorithm is based on the domain and particle decomposition and al-
lows performing numerical experiments for 500 × 500 × 500 particle grids
and the particle number 109, such parameters cannot be taken using any
standard domain decomposition. The algorithm has revealed efficiency and
good scalability.
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