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The Akers problem for variable
operation processing times

O.A. Lyakhov

The well-known “job-shop” problem in the wider formulation (many machines
of the same sort and many workers per one operation) is discussed in the paper.
The graphic approach to the problem with two jobs and variable proéessing times of
operations is proposed. It is shown that the more general problem can be formulated
as creating a trajectory, consisting of the minimum number of one-unit-of-time
segments.

1. Definition of the problem

A well-known so-called “job-shop” problem is to minimize a completion time
of m jobs which pass through 7 machines. All the jobs orders of operations
are different. All the processing times are known. Each machine processes
only one operation every moment. The next operation of job must not start
before the completion of previous operations.

The graphical approach to this problem was proposed in [1] for m =
2 which was developed by many scientists (see [2, p. 152]). The wider
formulation of this scheduling problem, many machines of the same sort
and many jobs of the same sort!, is considered in this paper.

Designations:

(Li, Li, ... ,,Lf.]) — the order of operations for job i, i = T, 2;
L; — number of a resource (a machine) which is needed for operation jof

job ¢;
VJ-" ~ the amount of resource Lj- for operation j of job i;
ri — the number of operations in job i

Ry ~ the available amount of k - resource at each moment of time, k = I, K;

Fj - the maximum possible amount of k - resource which may be used by
operation j of job i in each time interval, j = T,7y, i = 1,2:

:t:}t — the amount of resource j which is needed for operation j of job 7 in
time interval ¢ (intensity), i = 1,2, j = Lr,t=1,2,...;

ty; — the moment of starting operation 7 of job i, i = 1,2,j=1,7;

ty — the moment of finishing operation jofjobi, i =12, j=T1,r,.

'For example, production lot.
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The problem may be formulated as follows:

th = th = 0; (1)

th; 2 toj-1s i=1, j=2rn i=2 j=2715 (2)
tDJ . .

zm;tz‘/j‘, 1=1, j:l,rl 1= 2, j:]_’rz; (3)

=t}f1

0 <z < Fj, i=1, j=Tn i=2 j=Trs (4
S zh < Ry, t=1,T, k=1K; (5)
1'=1,22,

L}:Lj=k

T= max{té,l, tg,.z} - min. (6)

It is necessary to create the minimizing completion time schedule (6) (to find
integer tiy;, t3;, tir;, to;s i T3¢), to process all the operations in the given
orders (2) and in necessary volumes (3) with limited intensities (4), and to
fulfil resources restrictions (5).

Every moment each operation needs the integer amount of resource. In-
tensities of operations have high and low levels and may be changed at
integer moments. Zero intensity is corresponds to operation interruption.
In comparison with the job shop problem the processing times are not known
in advanced and are not fixed. They are connected with resources allocation
in operations and among them. In practice, the volumes of operations and
intensities are measured in natural or monitory units, but usually in timing
units.

Table 1 For example, an operation is
- to make a lot of the same two
. ime, hours .
Variant | Intensities [— , products with the use of three
intervals | processing . .
units of machines. The volume of
! 2 [0.2] 2 operation is four hours. The high
0 2 f0,1] level of intensity is two hours per
1 [1.3] 3 hour (the third machine is not
2 [0,1) needed). Some variants of re-
3 0 (1,2] source allocation in the operation
2 2,3] 3 are given in Table 1.

2. Graphic form of the problem

Let us designate
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In the diagram (Fig-
ure 1), let us mark the
points z, (u = 1,r;) on the
axis X and the points y,
(v = TI,r2) - on the axis
Y. The schedule is.an un-
interrupted broken line be-
tween the coordinates (0,0)
and (z,,,Yr,) (trajectory).

A segment of trajectory
is the part of operation
which is processed with the
constant intensity during
one unit of time. The
length of trajectory is the
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sum of all the segments. Each point on trajectory corresponds to the volume
of all the completed operations: the coordinate along the axis X — the first
job, along the axis Y — the second job.

Like in [2, p. 112], let us call
the rectangle P,, with the apexes
(Tu-1:Yu—1)y (Tus Yo—1)s (Tu—1,Y0),
(Tu,yy) “special® if L1 = L2 and
F&+F3 > RLL (1 S U S 1,
1 < v £ rg), i.e., if the operations
u and v use the same resource and
compete for it (in Figure 1, two spe-
cial rectangles are marked for the

example, given in Table 2).

Note: Ry =3, R =2, Rz =3.
The parameters of the trajectory shown in Figure 1 are given in Table 3.

Each segment of trajectory starts and finishes at an integer point. The
intensity in a segment is defined as a distance from the beginning of the

Table 2
. Job 1 Job 2
Operation
V|IFI|R|V|F|R
1 4131113211
2 2{1|2|1]1]3
3 2121312 (2|2

Here V is a

volume, F is a maximal
intensity, and R is a resource

Table 3

Coordinates Job 1 Job 2

of segments | Time -
(x,v) Intensity | Resource | Operation | Intensity | Resource | Operation
(1, 2) 1 1 1 1 2 1 1
(4,2) 2 3 1 1 0 1 1
(5,3) 3 1 2 2 1 1 1
(6, 4) 4 1 2 2 1 3 2
(8,6) 5 2 3 3 2 2 -3
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coordinates up to the ending of the coordinates, for job one - along the
axis X, for job two — along the axis Y.

3. Trajectories in special rectangle

Let us designate by Fy, F; the maximum possible intensities of operations in
the special rectangle (0,0), (0,Y), (X, 0), (X, Y),? R is an available amount
of resource which can be used by operations at each moment of time. The
problem is to find the minimum trajectory between the points (0,0) and
(X,Y) with restrictions: F; < R and F; < R (else F} or (and) F; may be
determined equal to R); Fy + F; > R (else, the rectangle is not special).

Lemma 1 [3]. If intensities and processing times are not to be necessarily
integer, the minimum complete time of both operations (in a special rectan-
gle) is:

X+Y X Y }

Sy

Let us designate by T = [Q] a minimal integer such that T > Q.

Lemma 2 [3]. If R, Fy, F5, X, Y are integer, then there exists a trajectory
between (0,0) and (X,Y), consisting of T one-unit-of-time segments, so that
Pis Biy Ti, Y;i are integer and the following constraints are valid:

OSPt':-"'«'i"fci—lgpla i=l:T$ (7)
0<pi=yi—yi1 <F, i=1T, (8)
pi + pi <R, i=1,T, 9)
T T
=X, Y m=Y. (10)
=1 ; i=1

Here z; and y; are the coordinates of one-unit-of-time segments, pi and yu;
are the intensities of operations in the segment i.

Remark. The minimum length of a trajectory between (z,y;) and (22, Y2)
(where (z1,1), (22,¥2) belong to the same special rectangle and z; < zo,
y1 Ly2) is T = [Q] where

Q:max{-’ﬂz—h-l-yz"m Ty — 2y yz"yl}
R L 2 F, ’

A simple algorithm of finding a trajectory, consisting of T one-unit-of-
time segments, was given in [3].

*Further we omit the indices of operations and resources.
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Example. Let F; = 2, F; = 3, R = 3, 3 "3

X =4,Y =3. The minimal trajectories with 2 9

their timing values (7') from (0,0) to (a, 3),

@ =1,...,4, and to (4,83), 8 = 1,2,3 in 1 2

a special rectangle with apexes (0,0}, (0, 3),

(4,0), (4, 3) are given in Figure 2. 0 1 2 3 1

Figure 2

4. An algorithm for finding the schedule
minimizing complete time of two jobs

The algorithm crea,fes a graph, consisting of the paths (0, 0)y. ey (Zryy Ury),

one of them being optimal.

Designations: J is a set of points («, 8) (nodes of a graph) which belong
to the rectangle (0,0), (0,y.,), (2,,,0), (%44, Yr,), S0 that «, 8 are integers
and 0 < a <y, 0< 8 <y,

Each record of J consists of (a, 3), T(a, ), (& ), where T(a,p) is the
length of the trajectory ((0,0),..., (a, 8)); (a, B) is a predecessor to (e, B),
I'is a set of nodes of a graph, consisting of an optimal path from (0, 0) to
(@ry,Yr,). Each record of T consists of (a, 8), (&, B).

The scheme of the algorithm:

Step 1. Inclusion of the node (0,0) in .J, T0,00=0,T = 0.
Step 2. If J contains only one node (%), 9r,), then stop.
Step 3. Selection from J of any node (a, 3) (except (Tryy Ury))-

Step 4. If (a, ) belongs to the special rectangle (Tu, %), (Tut1, W),
(mmyu-i-l): (mu+11y‘v+1) so that (-’Eu S a < LTS | and ﬁ = yv): or
(@ =2, and y, < B < yYu41), then go to Step 5, else go to Step 9.

Step 5. Calculating the lengths of trajectories in a special rectangle. The
first node of the trajectory belongs to one of two sides: (s Yu)s

($1a+lsytr) or (-Tm yv)a (-'L'u:yv-{-l)-

Using the formulas for the lengths of paths in special rectangles
the lengths of the trajectories (, 8),..., (d,t) are calculated, where
(d,t) are the nodes on opposite sides of the rectangle, i.e., (&, yy41),

(@+1,4u11), - - -, (Tusg1, Yoy ) is the first side, (Tut1, ), (Zugr, B+1),
« oy (Zug1) Yor1 = 1) is the second side.
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The lengths of the trajectories (0,0), ..., (o, ), (d,t) are the sums
of T'(e, #) and the lengths of paths from (e, 8) to (d,t) in the special
rectangle. The nodes between (a, 3) and (d,t) are not kept.

Step 6. Saving in J the nodes (d,t) which were found at Steps 5, 9 (only
one node is found at Step 9).

Step 7. Cutting off ineffective points from J. The point (zy41,t) is ineffec-
tive if T(zy41,t) > T(Zu41,1), t =t + 1,yr,. By analogy, the point
(t, Yu41) is ineffective if T'(t, yy41) > T(4, Yot1), i =t + 1, 2.

Step 8. Carrying the record (e, 8), (&, B) from J to I' and excluding the
record (o, 3), T'(a, 8}, (&, B) from J. Go to Step 2.

Step 9. Creating a trajectory in non-special rectangles. A trajectory from
(o, B) to (d,t) is created, according to the requirements of maximum
intensities of operations. The point (d,t) is on a side of a special
rectangle or on the boundary of the range of admissible solutions if
a path (e, 8),..., (d,t) does not cross any non-special rectangle. Go
to Step 6.

A result of the algorithm is a set of the points I' which are on sides of
special rectangles and the boundary of the range of admissible solutions. The
optimal trajectory can be created from (z,,,yr,) to (0,0) by using addresses
of the predecessors (@&, #) which exist in records of I.

5. Conclusion

This algorithm will not have applications in practical management, because
the number of jobs is not equal to two in real life problems, and increasing
the number of jobs quickly exhausts the possibilities of computers.

The main aim of the article is to show that the more general problem
(many same machines of the same sort, or many workers per one operation,
etc.) can be formulated as creating a trajectory, consisting of the minimum
number of one-unit-of-time segments.
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