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#### Abstract

A stochastic iterative algorithm for solving the elastostatics Lamé equation in a two-dimensional domain is suggested. The Dirichlet boundary value problem for a system of two coupled second order elliptic equations for the displacement vector components is considered. We approximate the Lamé equations with finite differences and transform the resulting system of linear algebraic equations using the red-black ordering of the Gauss-Seidel method. We solve this system using a vector randomized algorithm. The idea behind these stochastic methods is a randomized vector representation of matrix iterations that are performed by sampling random columns only, avoiding matrix by matrix and matrix by vector multiplications. We test the developed iterative algorithm by a comparison of the simulation results with the exact solution of the Lamé equation.
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## Introduction

Systems of linear algebraic equations arise in many scientific and engineering fields. Some practical problems require solving systems of very high dimension. Therefore, fast efficient methods for solving large linear systems are of high demand. Stochastic and randomization algorithms are currently widely used in large-scale computing [1,2], including numerical methods for solving linear systems [3,4]. Monte Carlo algorithms are very efficient and scalable on parallel platforms [5].

In [6], a new vector randomized algorithm for solving systems of linear algebraic equations is suggested. The algorithm is based on iteration methods, for instance, a simple iteration represented as a von Neumann series for matrix iterations. The calculation of the matrix iteration is based on a special representation of the matrix through a special stochastic matrix and sampling random columns instead of multiplying matrix by matrix and matrix by vector.

In this paper, we apply the vector randomized algorithm to solve the Lamé equation governing the static elasticity problem. Many of continuum

[^0]mechanics problems are related to the elasticity theory [7]. Finite difference and finite element methods solving the elasticity equations face some problems related to the fact that the components of the displacement vector are strongly coupled [8-12].

We study the efficiency of the randomization algorithm by solving the stationary Lamé equation for a two-dimensional square domain. Thus we deal in this paper with a system of two coupled second order elliptic equations for the displacement vector components as functions of variables $x$ and $y$. Each equation involves a mixed second order partial derivative of another component. The idea of the iterative algorithm we suggest in this paper can be shortly described as follows: in the first equation, the mixed partial derivative of the second component is moved to the right-hand side of the equation. The same is done with the second equation. In this form, we deal with two anisotropic diffusion equations where in the right-hand-sides mixed partial derivatives are placed.

We approximate the Lamé equations with finite differences and transform the resulting system of linear algebraic equations using the red-black ordering of the Gauss-Seidel method. Red-black ordering increases the convergence of the iterative method, and is also well suited for vector and parallel computations $[13,14]$. As mentioned above, the solution of the Lamé equations is calculated using an iteration algorithm. At each iteration, systems of linear algebraic equations for both components are solved by the vector randomized algorithm, then the right-hand sides of the equations are corrected for new computed solutions. In addition, we construct a parallel implementation of the vector randomized algorithm.

The paper is organized as follows. Section 1 presents the Lamé equation and the iterative algorithm for solving it, and also shows the systems of linear algebraic equations obtained for this equation in the two-dimensional case. Section 2 describes the vector randomized algorithm for solving systems of linear algebraic equations. Section 3 presents the simulation results.

## 1. Iteration randomized algorithm for solving the Lamé equation

1.1. Lamé equation. We consider the stationary Lamé equation with the Dirichlet boundary condition:

$$
\begin{gather*}
\mu \Delta \boldsymbol{u}(\boldsymbol{r})+(\lambda+\mu) \nabla(\nabla \cdot \boldsymbol{u}(\boldsymbol{r}))=0, \quad \boldsymbol{r} \in G,  \tag{1}\\
\left.\boldsymbol{u}(\boldsymbol{r})\right|_{\Gamma}=\boldsymbol{g}(\boldsymbol{r}),
\end{gather*}
$$

where the Lamé coefficients $\mu \in R^{+}$and $\lambda \in R^{+}$are positive real numbers, the vector $\boldsymbol{u}(\boldsymbol{r})$ is the displacement at the point $\boldsymbol{r}$, the components of the vector $\boldsymbol{g}(\boldsymbol{r})$ are continuous functions on the boundary $\Gamma$.

For simplicity, we solve the problem in a square domain. The equation (1) in the two-dimensional case has the following form

$$
\left\{\begin{array}{l}
\mu\left(\frac{\partial^{2} u_{1}(\boldsymbol{r})}{\partial x^{2}}+\frac{\partial^{2} u_{1}(\boldsymbol{r})}{\partial y^{2}}\right)+(\lambda+\mu)\left(\frac{\partial^{2} u_{1}(\boldsymbol{r})}{\partial x^{2}}+\frac{\partial^{2} u_{2}(\boldsymbol{r})}{\partial x \partial y}\right)=0,  \tag{2}\\
\mu\left(\frac{\partial^{2} u_{2}(\boldsymbol{r})}{\partial x^{2}}+\frac{\partial^{2} u_{2}(\boldsymbol{r})}{\partial y^{2}}\right)+(\lambda+\mu)\left(\frac{\partial^{2} u_{2}(\boldsymbol{r})}{\partial y^{2}}+\frac{\partial^{2} u_{1}(\boldsymbol{r})}{\partial x \partial y}\right)=0, \\
\left.u_{1}(\boldsymbol{r})\right|_{\Gamma}=g_{1}(\boldsymbol{r}) \\
\left.u_{2}(\boldsymbol{r})\right|_{\Gamma}=g_{2}(\boldsymbol{r}) .
\end{array}\right.
$$

1.2. Discretization of the Lamé equation. The Lamé equation (2) is discretized into a linear system of algebraic equations by approximating derivatives through a central finite difference of the second order. To discretize the domain $G$ of size $L \times L$, we introduce a uniform grid of points of size $N \times N$.

Let $\left\{x_{i}\right\}, i=0, \ldots, N$, and $\left\{y_{j}\right\}, j=0, \ldots, N$, be uniform partitions of the interval $[0, L]$ in the $x$ and $y$ directions, respectively, such that $x_{i}=i h$, $i=0, \ldots, N$, and $y_{j}=j h, j=0, \ldots, N$, where the spatial step size is $h=L /(N+1)$. The continuous functions $u_{1}(\boldsymbol{r}), u_{2}(\boldsymbol{r})$ and $g_{1}(\boldsymbol{r}), g_{2}(\boldsymbol{r})$ are replaced by the grid functions $\bar{u}_{1}(i, j), \bar{u}_{2}(i, j)$ and $\bar{g}_{1}(i, j), \bar{g}_{2}(i, j)$.

For all internal points, i.e. points that do not belong to the boundary of the domain: $i, j=1, \ldots, N-1$, the finite difference scheme for the Lamé equation (2) is defined as follows.

$$
\begin{align*}
& c_{1}\left(\bar{u}_{1}(i-1, j)+\bar{u}_{1}(i+1, j)\right)+b_{1}\left(\bar{u}_{1}(i, j-1)+\bar{u}_{1}(i, j+1)\right)+a_{1} \bar{u}_{1}(i, j) \\
& \quad=f_{1}(i, j),  \tag{3}\\
& c_{1}=\frac{(2 \mu+\lambda)}{h^{2}}, \quad b_{1}=\frac{\mu}{h^{2}}, \quad a_{1}=\frac{(6 \mu+2 \lambda)}{h^{2}},  \tag{4}\\
& f_{1}(i, j)=\frac{-(\lambda+\mu)}{h^{2}}\left(\bar{u}_{2}(i, j)-\bar{u}_{2}(i, j+1)-\bar{u}_{2}(i+1, j)+\bar{u}_{2}(i+1, j+1)\right),  \tag{5}\\
& c_{2}\left(\bar{u}_{2}(i-1, j)+\bar{u}_{2}(i+1, j)\right)+b_{2}\left(\bar{u}_{2}(i, j-1)+\bar{u}_{2}(i, j+1)\right)+a_{2} \bar{u}_{2}(i, j) \\
& \quad=f_{2}(i, j),  \tag{6}\\
& c_{2}=\frac{\mu}{h^{2}}, \quad b_{2}=\frac{(2 \mu+\lambda)}{h^{2}}, \quad a_{2}=\frac{(6 \mu+2 \lambda)}{h^{2}},  \tag{7}\\
& f_{2}(i, j)=\frac{-(\lambda+\mu)}{h^{2}}\left(\bar{u}_{1}(i, j)-\bar{u}_{1}(i, j+1)-\bar{u}_{1}(i+1, j)+\bar{u}_{1}(i+1, j+1)\right) . \tag{8}
\end{align*}
$$

For the points belonging to the boundary $\Gamma$, the values of the functions $\bar{u}_{1}(\boldsymbol{r}), \bar{u}_{2}(\boldsymbol{r})$ are determined as follows

$$
\begin{gathered}
\bar{u}_{1}(i, j)=\bar{g}_{1}(i, j), \quad \bar{u}_{2}(i, j)=\bar{g}_{2}(i, j) \\
(i, j) \in\{i=0, N, j=0, \ldots, N \text { or } i=0, \ldots, N, j=0, N\}
\end{gathered}
$$

Equations (3), (6) yield the $(N-1)^{2} \times(N-1)^{2}$ linear systems:

$$
\left\{\begin{array}{l}
A_{1} \overline{\boldsymbol{u}}_{1}=\boldsymbol{f}_{1},  \tag{9}\\
A_{2} \overline{\boldsymbol{u}}_{2}=\boldsymbol{f}_{2},
\end{array}\right.
$$

where the solution vector and the right-hand side vector are as follows:

$$
\begin{aligned}
\overline{\boldsymbol{u}}_{k}= & {\left[u_{k}(1,1), \ldots, u_{k}(1, N-1), u_{k}(2,1), \ldots, u_{k}(2, N-1), \ldots,\right.} \\
& \left.u_{k}(N-1,1), \ldots, u_{k}(N-1, N-1)\right]^{T}, \quad k=1,2 \\
\overline{\boldsymbol{f}}_{k}= & {\left[f_{k}(1,1), \ldots, f_{k}(1, N-1), f_{k}(2,1), \ldots, f_{k}(2, N-1), \ldots,\right.} \\
& \left.f_{k}(N-1,1), \ldots, f_{k}(N-1, N-1)\right]^{T}, \quad k=1,2
\end{aligned}
$$

The matrices $A_{1}$ and $A_{2}$ are symmetric five-diagonal matrices of size $M \times M$, where $M=(N-1)^{2}$. The structure of the matrices $A_{1}$ and $A_{2}$ is shown in Figure 1. The coefficients $a_{k}, b_{k}, c_{k}, k=1,2$, are given by the formulae (4), (7).


Figure 1. Structure of matrix $A_{k}, k=1,2$
1.3. The red-black ordering of the Gauss-Seidel method. To improve the spectral properties of the matrices $A_{k}$, we use the red-black ordering of the Gauss-Seidel method.

The Gauss-Seidel method is an iterative method used to solve a system of linear equations. However, we use this method not to solve the linear systems (9), but only to transform the matrices $A_{1}$ and $A_{2}$.

The red-black ordering implies that, first, nodes are numbered, whose sum of indices $i+j$ is equal to an even number:

$$
\begin{align*}
n_{R}=\{ & (1,1),(1,3), \ldots,(2,2),(2,4), \ldots \\
& (N-1,1+\text { odd }),(N-1,2+\text { odd }), \ldots\}  \tag{10}\\
& o d d= \begin{cases}1, & \text { if } N \text { is odd number } \\
0, & \text { otherwise }\end{cases}
\end{align*}
$$

These nodes are called red nodes.
Then the nodes are numbered, the sum of indices $i+j$ of which gives an odd number:

$$
\begin{align*}
n_{B}=\{ & (1,2),(1,4), \ldots,(2,1),(2,3), \ldots \\
& (N-1,1+\text { even }),(N-1,2+\text { even }), \ldots\}  \tag{11}\\
& \text { even }=\left\{\begin{array}{l}
1, \text { if } N \text { is even number } \\
0, \text { otherwise }
\end{array}\right.
\end{align*}
$$

These nodes are called black nodes.
The matrix $A_{k}$ and the vectors $\overline{\boldsymbol{u}}_{k}, \boldsymbol{f}_{k}$ are reordered according to the new node numbering. For example, let us consider the matrix $A$ for the grid size $N=3$ :

$$
\left(\begin{array}{lllllllll}
a & b & 0 & c & 0 & 0 & 0 & 0 & 0  \tag{12}\\
b & a & b & 0 & c & 0 & 0 & 0 & 0 \\
0 & b & a & 0 & 0 & c & 0 & 0 & 0 \\
c & 0 & 0 & a & b & 0 & c & 0 & 0 \\
0 & c & 0 & b & a & b & 0 & c & 0 \\
0 & 0 & c & 0 & b & a & 0 & 0 & c \\
0 & 0 & 0 & c & 0 & 0 & a & b & 0 \\
0 & 0 & 0 & 0 & c & 0 & b & a & b \\
0 & 0 & 0 & 0 & 0 & c & 0 & b & a
\end{array}\right)
$$

The matrix $A$, transformed according to the red-black ordering, looks like this

$$
\left(\begin{array}{lllllllll}
a & 0 & 0 & 0 & 0 & b & c & 0 & 0  \tag{13}\\
0 & a & 0 & 0 & 0 & b & 0 & c & 0 \\
0 & 0 & a & 0 & 0 & c & b & b & c \\
0 & 0 & 0 & a & 0 & 0 & c & 0 & b \\
0 & 0 & 0 & 0 & a & 0 & 0 & c & b \\
b & b & c & 0 & 0 & a & 0 & 0 & 0 \\
c & 0 & b & c & 0 & 0 & a & 0 & 0 \\
0 & c & b & 0 & c & 0 & 0 & a & 0 \\
0 & 0 & c & b & b & 0 & 0 & 0 & a
\end{array}\right)
$$

For any value of size $N$, the matrix has the following block form [17]:

$$
\left(\begin{array}{cc}
a E & C  \tag{14}\\
C^{T} & a E
\end{array}\right)\binom{\bar{u}_{R}}{\bar{u}_{B}}=\binom{f_{R}}{f_{B}}
$$

where $a E$ is a diagonal matrix in which all diagonal entries are equal to $a$. The matrix $C$ is a block of $5 \times 4$ elements in the upper right corner of the matrix (13). The matrix $C^{T}$ is the transposed matrix $C$. The vectors $\bar{u}_{R}$ and $f_{R}$ contain elements of the vectors $\bar{u}$ and $f$ corresponding to the nodes of red color. The vectors $\bar{u}_{B}$ and $f_{B}$ contain elements of the vectors $\bar{u}$ and $f$ corresponding to the nodes of black color.

The Gauss-Seidel iterations for the system (14) have the following form:

$$
\left\{\begin{array}{l}
\bar{u}_{R}^{(t+1)}=\frac{1}{a}\left(f_{R}-C \bar{u}_{B}^{(t+1)}\right)  \tag{15}\\
\bar{u}_{B}^{(t+1)}=\frac{1}{a}\left(f_{B}-\frac{1}{a} C^{T}\left(f_{R}-C \bar{u}_{B}^{(t)}\right)\right)
\end{array}\right.
$$

Thus, at each iteration, the values of the vector $\bar{u}$ are calculated first in nodes of black color $\left(\bar{u}_{B}\right)$, then using these values in nodes of red color $\left(\bar{u}_{R}\right)$.

To write the Gauss-Seidel method in matrix form, we represent the ma$\operatorname{trix} A_{k}$ as $A_{k}=D_{k}-L_{k}-U_{k}$, where $D_{k}$ is a diagonal matrix containing diagonal elements of the matrix $A_{k}, L_{k}$ is a lower triangular matrix, and $U_{k}$ is an upper triangular matrix. Then the Gauss-Seidel method is written as follows:

$$
\begin{align*}
& \overline{\boldsymbol{u}}_{k}^{t+1}=\tilde{A}_{k} \overline{\boldsymbol{u}}_{k}^{t}+\boldsymbol{b}_{\boldsymbol{k}}  \tag{16}\\
& \tilde{A}_{k}=\left(E-D_{k}^{-1} L_{k}\right)^{-1} D_{k}^{-1} U_{k}  \tag{17}\\
& \boldsymbol{b}_{\boldsymbol{k}}=\left(E-D_{k}^{-1} L_{k}\right)^{-1} D_{k}^{-1} \boldsymbol{f}_{\boldsymbol{k}} \tag{18}
\end{align*}
$$

where $E$ is an identity matrix.
In $[16$, chapter 9 , page 176], it is shown that for the red-black ordering of the matrix $A=L+U$, the inverse matrix $(E-L)^{-1}$ can be calculated as $(E-L)^{-1}=(E+L)$. Based on this property, we calculate $\left(E-D_{k}^{-1} L_{k}\right)^{-1}=$ $\left(E+D_{k}^{-1} L_{k}\right)$ and obtain the matrix $\tilde{A}_{k}$ and the vector $\boldsymbol{b}$. The matrix $\tilde{A}_{k}$ is
a singular matrix, it contains zero elements corresponding to nodes of red color. This is a consequence of the red-black ordering and corresponds to the fact that first the system is solved for the black nodes, and then the solution for the red nodes is calculated from these values.
1.4. Solving the Lamé equation. Thus, we have moved from the original system (9) to the new system:

$$
\left\{\begin{array}{l}
\overline{\boldsymbol{u}}_{1}^{t+1}=\tilde{A}_{1} \overline{\boldsymbol{u}}_{1}^{t}+\boldsymbol{b}_{1}^{t},  \tag{19}\\
\overline{\boldsymbol{u}}_{2}^{t+1}=\tilde{A}_{2} \overline{\boldsymbol{u}}_{2}^{t}+\boldsymbol{b}_{2}^{t} .
\end{array}\right.
$$

The right-hand side $\boldsymbol{b}_{1}^{t}$ of the first system of linear equations is a function of the solution $\overline{\boldsymbol{u}}_{2}^{t}$ of the second system of linear equations. Similarly, the right-hand side $\boldsymbol{b}_{2}^{t}$ is a function of the solution $\overline{\boldsymbol{u}}_{1}^{t}$.

Therefore, we solve the system (19) by iterative method. At each iteration, the solution $\overline{\boldsymbol{u}}_{1}^{t}$ and the right-hand side $\boldsymbol{b}_{2}^{t}$ are calculated first, then the solution $\overline{\boldsymbol{u}}_{2}^{t}$ and the right-hand side $\boldsymbol{b}_{1}^{t}$ are computed. In addition, each iteration is performed in two stages. In the first step, the solution $\overline{\boldsymbol{u}}_{k}$ is calculated in nodes of black color using the vector randomized algorithm given in [6] (it will be given below in Section 2). In the second step, the solution $\overline{\boldsymbol{u}}_{k}$ is calculated in nodes of red color using the newly calculated values in the black nodes.

Let us describe the iterative algorithm for solving the system (19) in more detail:

### 1.5. Iterative algorithm for solving the Lamé equation

1. At the beginning, initialize the right-hand side with any non-zero values, for example, $\boldsymbol{b}_{1}^{0}=1$. Initialize $t=0$.
2. Calculate the solution $\overline{\boldsymbol{u}}_{1-B}^{t+1}$ for black nodes using the vector randomized algorithm.
3. Calculate the solution $\overline{\boldsymbol{u}}_{1-R}^{t+1}$ for red nodes using the formula $\overline{\boldsymbol{u}}_{1-R}^{t+1}=$ $\frac{1}{a_{1}}\left(\boldsymbol{b}_{1 \_R}^{t}-C_{1} \overline{\boldsymbol{u}}_{1-B}^{t+1}\right)$.
4. Calculate the right-hand side $\boldsymbol{b}_{2}^{t+1}$ by the formulae (8) and (18) using the new values of the vector $\overline{\boldsymbol{u}}_{1}^{t+1}$.
5. Calculate the solution $\overline{\boldsymbol{u}}_{2}^{t+1}$ for black nodes using the vector randomized algorithm.
6. Calculate the solution $\overline{\boldsymbol{u}}_{2 R}^{t+1}$ for red nodes using the formula $\overline{\boldsymbol{u}}_{2}^{t+1}=$ $\frac{1}{a_{2}}\left(\boldsymbol{b}_{2 \_R}^{t}-C_{2} \overline{\boldsymbol{u}}_{2 B}^{t+1}\right)$.
7. Calculate the right-hand side $\boldsymbol{b}_{1}^{t+1}$ by the formulae (8) and (18) using new values of the vector $\overline{\boldsymbol{u}}_{2}^{t+1}$.
8. Calculate the errors $e r_{k}=\frac{\left|\overline{\boldsymbol{u}}_{k}^{t+1}-\overline{\boldsymbol{u}}_{k}^{t}\right|}{\left|\overline{\boldsymbol{u}}_{k}^{t+1}\right|}, k=1,2$.
9. If $e r_{1}<\epsilon$ and $e r_{2}<\epsilon$, where $\epsilon \in(0,1)$ is the required accuracy of the solution, then stop the iterations.
10. Otherwise, increase the iteration number $t:=t+1$ and continue from step 2.

## 2. The vector randomized algorithm for solving system of linear algebraic equations

2.1. Random vector estimators for stochastic matrix iterations. Let $\boldsymbol{b} \in R^{n}$ be a nonnegative stochastic vector, which means, $\sum_{i=1}^{n} b_{i}=1$. Let $A$ be a nonnegative $n \times n$ column stochastic matrix, which means, $\sum_{i=1}^{n} a_{i j}=1$ for $j=1, \ldots, n$. Further, we denote by $A_{k}$ the $k$ th column of the matrix $A$.

In [6], the random unbiased vector estimators for the products $A^{k} \boldsymbol{b}$ are presented. In what follows the products $A^{k} \boldsymbol{b}$ are called iterations.

For a stochastic matrix $A$ and stochastic vector $\boldsymbol{b}$ an unbiased estimator $\xi_{j_{1}}$ for $A \boldsymbol{b}$ is as follows.

$$
\begin{equation*}
A \boldsymbol{b}=E \xi_{j_{1}}=E\left\{A_{k} \mid \boldsymbol{p}=\boldsymbol{b}\right\} \tag{20}
\end{equation*}
$$

where, $E\left\{A_{k} \mid \boldsymbol{p}=\boldsymbol{b}\right\}$ means that the expectation is taken over random columns chosen at random from the distribution $\boldsymbol{p}=\boldsymbol{b}$.

Next step, an unbiased estimator $\xi_{j_{2}, j_{1}}$ for the second iteration $A^{2} \boldsymbol{b}$ is constructed as follows:

$$
\begin{equation*}
A^{2} \boldsymbol{b}=A \xi_{j_{1}}=E E\left\{A_{j} \mid \boldsymbol{p}_{2}=A_{k} ; \boldsymbol{p}_{1}=\boldsymbol{b}\right\}=E \xi_{j_{2}, j_{1}} \tag{21}
\end{equation*}
$$

This means that in the double expectation we first choose a random column $A_{k}$ from the distribution $\boldsymbol{p}_{1}=\boldsymbol{b}$, and then choose a random column $A_{j}$ from the distribution $\boldsymbol{p}_{2}=A_{k}$. The unbiased estimator for the third iteration is obtained by the next random sampling of a random column $A_{i}$ from the distribution $\boldsymbol{p}_{3}=A_{j}$, etc., and for the $k$ th iteration we get

$$
\begin{equation*}
\xi_{j_{k}, j_{k-1}, \ldots, j_{1}}=A_{j_{k}} \tag{22}
\end{equation*}
$$

where each next random column is sampled from the previously sampled column.

In the case of an arbitrary vector $\boldsymbol{b}$, we construct the unbiased estimator for the $k$ th iteration $A^{k} \boldsymbol{b}$ as follows. Let $\boldsymbol{p}(j)$ be an arbitrary probability distribution of indices $j=1,2, \ldots, n$ satisfying the condition $\boldsymbol{p}(j) \neq 0$ if $\boldsymbol{b}_{j} \neq 0, j=1, \ldots, n$. Then

$$
\begin{equation*}
E \frac{b_{j_{1}}}{p\left(j_{1}\right)} \xi_{j_{k}, j_{k-1}, \ldots, j_{1}}=A^{k} \boldsymbol{b}, \quad k=1,2, \ldots \tag{23}
\end{equation*}
$$

where $j_{1}$ is a random index sampled from the density $\boldsymbol{p}$.

### 2.2. Random vector estimators for iterations of positive or irre-

 ducible nonnegative matrix. In [6] the randomized vector algorithm is extended to positive or irreducible nonnegative matrices using transformation of nonnegative matrix $A$ to a column stochastic matrix $S$.Assume that a nonnegative matrix $A$ has a positive eigenvalue $\lambda$ and a positive eigenvector $z$ of the transpose matrix $A^{T}\left(A^{T} z=\lambda z\right)$ with its positive components $z_{1}, \ldots, z_{n}$. Let $Z$ be a diagonal matrix defined by $Z=$ $\operatorname{diag}\left\{z_{1}, \ldots, z_{n}\right\}$. Then the matrix

$$
S=\frac{1}{\lambda} Z A Z^{-1}
$$

is a column stochastic matrix.
This transformation allows to reduce the calculation of iterations $A^{k}$ to calculation of iterations $S^{k}$ :

$$
A^{k}=\lambda^{k} Z^{-1} S^{k} Z, \quad k=1,2, \ldots
$$

We take the maximum eigenvalue of the matrix $A^{T}$ as a positive eigenvalue $\lambda$. It is calculated by the power method [18].
2.3. Solving of a linear system. According to [6], let us describe the algorithm for calculating the solution of a system of linear algebraic equation

$$
\begin{equation*}
\boldsymbol{x}=A \boldsymbol{x}+\boldsymbol{b} . \tag{24}
\end{equation*}
$$

In the case when spectral radius of matrix $A$ is less than unity $\rho(A)<1$, the solution of the system (24) can be represented as a Neumann series

$$
\boldsymbol{x}=\sum_{k=0}^{\infty} A^{k} \boldsymbol{b} \text {. }
$$

Transform (24) for a column stochastic matrix $A=\lambda Z^{-1} S Z$ multiplying it by $Z$ and introducing $\boldsymbol{y}=Z \boldsymbol{x}, \tilde{\boldsymbol{b}}=Z \boldsymbol{b}$. Then we arrive to the equation

$$
\begin{equation*}
\boldsymbol{y}=\lambda S \boldsymbol{y}+\tilde{\boldsymbol{b}} \tag{25}
\end{equation*}
$$

The solution of the system (25) can be represented as a Neumann series

$$
\boldsymbol{y}=\tilde{\boldsymbol{b}}+\sum_{k=1}^{\infty}(\lambda S)^{k} \tilde{\boldsymbol{b}}
$$

To achieve the target accuracy $\epsilon$ of the solution, a finite number of iterations $K$ should be taken as $K \sim|\log \epsilon|$. Thus, we calculate $\boldsymbol{y}_{K}$, the approximation of $\boldsymbol{y}$, from

$$
\begin{equation*}
\boldsymbol{y}_{K}=\tilde{\boldsymbol{b}}+\sum_{k=1}^{K}(\lambda S)^{k} \tilde{\boldsymbol{b}} \tag{26}
\end{equation*}
$$

The iterations $(\lambda S)^{k} \tilde{\boldsymbol{b}}$ are calculated using the random vector estimators described in Section 2.1 for the stochastic matrix and arbitrary vector (23). We use Walker's alias method [19] to sample from the discrete distributions given by the columns of a stochastic matrix and vectors.

We introduce a vector $\boldsymbol{V}$ where we store the contributions for the iterations $S^{k} \boldsymbol{b}$ along the Markov trajectories. The contribution corresponding to the $k$ th iteration is calculated as follows

$$
\begin{equation*}
q_{k}=w \lambda^{k} S_{j_{k}} \tag{27}
\end{equation*}
$$

Here, $w=\frac{\tilde{b}_{j_{1}}}{p_{j_{1}}}$ is a weight that occurs when using the formula (23), where $j_{1}$ is a random element of the vector $\tilde{b} ; \lambda^{k}$ comes from the representation (26); $j_{k}$ is a random column of the matrix $S$.

The Markov trajectories are constructed as follows:

### 2.4. Vector randomized algorithm for solving linear system

1. Choose the density $\boldsymbol{p}$ as follows: $p_{i}=\frac{\left|\tilde{b}_{i}\right|}{\sum_{j=0}^{n} \tilde{b}_{j}}, i=1,2, \ldots, n$.
2. A random index $j_{1}$ is sampled from the density $\boldsymbol{p}$ and contribution $q_{1}=\frac{b_{j_{1}}}{p_{j_{1}}} \lambda S_{j_{1}}$ is added to the $j_{1}$ th element of the vector $\boldsymbol{V}: V_{j_{1}}:=$ $V_{j_{1}}+q_{1}$.
3. A random index $j_{2}$ is sampled from the column $S_{j_{1}}$ and contribution $q_{2}=\frac{b_{j_{1}}}{p_{j_{1}}} \lambda^{2} S_{j_{2}}$ is added to the $j_{2}$ th element of the vector $\boldsymbol{V}: V_{j_{2}}:=$ $V_{j_{2}}+q_{2}$,
4. etc., and the last state, a random index $j_{K}$ is sampled from the column $S_{j_{K-1}}$ and contribution $q_{K}=\frac{b_{j_{1}}}{p_{j_{1}}} \lambda^{K} S_{j_{K}}$ is added to the $j_{K}$ th element of the vector $\boldsymbol{V}: V_{j_{K}}:=V_{j_{K}}+q_{K}$.
5. Repeat the steps $2-4$ for $M$ independent trajectories, and calculate the result as

$$
\boldsymbol{y}_{K}=\tilde{\boldsymbol{b}}+\frac{1}{M} \sum_{i=1}^{n} V_{i}
$$

## 3. Simulation results

In the Monte Carlo methods, the statistical error $\epsilon_{s}$ is measured by the standard deviation $\sqrt{D} / \sqrt{M}$, where $D$ is the variance, and $M$ is the number of trajectories [6]. Hence, the number of trajectories behaves like $M \sim$ $D / \epsilon_{s}^{2}$. The trajectories are statistically independent and can be calculated in parallel. The traditional method of parallel implementation of Monte Carlo algorithms is the distribution of random trajectories among the available supercomputer's cores [5].

The vector randomized algorithm 2.4 takes up most of the computation of the iterative algorithm 1.5 for solving the Lamé equation. Therefore, we implement the vector randomized algorithm in parallel using the MPI standard. In addition, the compressed sparse column format is used to store the matrices $C_{1}, C_{2}(14)$ and $\tilde{A}_{1}, \tilde{A}_{2}(17)$, which reduces the amount of memory needed to store data and the amount of calculations.

To verify the iterative algorithm 1.5, we solve the Lamé equation with a known solution:

$$
\left\{\begin{array}{l}
u_{1}(x, y)=x(x-1) y(y-1)  \tag{28}\\
u_{2}(x, y)=2 x(x-1) y(y-1)
\end{array}\right.
$$

After substituting the solution (28) into the equations (2), we get the following system:

$$
\left\{\begin{array}{l}
\mu\left(\frac{\partial^{2} u_{1}(\boldsymbol{r})}{\partial x^{2}}+\frac{\partial^{2} u_{1}(\boldsymbol{r})}{\partial y^{2}}\right)+(\lambda+\mu)\left(\frac{\partial^{2} u_{1}(\boldsymbol{r})}{\partial x^{2}}+\frac{\partial^{2} u_{2}(\boldsymbol{r})}{\partial x \partial y}\right)=\tilde{\boldsymbol{f}}_{1}(\boldsymbol{r}),  \tag{29}\\
\tilde{\boldsymbol{f}}_{1}(\boldsymbol{r})=2(2 \mu+\lambda) y(y-1)+2 \mu x(x-1)+2(\lambda+\mu)(2 x-1)(2 y-1), \\
\mu\left(\frac{\partial^{2} u_{2}(\boldsymbol{r})}{\partial x^{2}}+\frac{\partial^{2} u_{2}(\boldsymbol{r})}{\partial y^{2}}\right)+(\lambda+\mu)\left(\frac{\partial^{2} u_{2}(\boldsymbol{r})}{\partial y^{2}}+\frac{\partial^{2} u_{1}(\boldsymbol{r})}{\partial x \partial y}\right)=\tilde{\boldsymbol{f}}_{2}(\boldsymbol{r}), \\
\tilde{\boldsymbol{f}}_{2}(\boldsymbol{r})=4(2 \mu+\lambda) x(x-1)+4 \mu y(y-1)+(\lambda+\mu)(2 x-1)(2 y-1) .
\end{array}\right.
$$

We solve the Lamé equation in a unit square. In this case, we deal with zero boundary conditions:

$$
\begin{equation*}
\left.u_{1}(\boldsymbol{r})\right|_{\Gamma}=0,\left.\quad u_{2}(\boldsymbol{r})\right|_{\Gamma}=0 . \tag{30}
\end{equation*}
$$

After discretization of the equations (29), we obtain linear systems (9) with the same matrices $A_{1}$ and $A_{2}$ as given in Section 1.3, and the following right-hand sides:

$$
\begin{aligned}
& \boldsymbol{v}_{1}(\boldsymbol{r})=\boldsymbol{f}_{1}(\boldsymbol{r})+\tilde{\boldsymbol{f}}_{1}(\boldsymbol{r}), \\
& \boldsymbol{v}_{2}(\boldsymbol{r})=\boldsymbol{f}_{2}(\boldsymbol{r})+\tilde{\boldsymbol{f}}_{2}(\boldsymbol{r}),
\end{aligned}
$$

where $\boldsymbol{f}_{1}(\boldsymbol{r}), \boldsymbol{f}_{2}(\boldsymbol{r})$ depend on the mixed derivatives of $u_{1}(\boldsymbol{r}), u_{2}(\boldsymbol{r})$, and are calculated by the formulae (5), (8).

We calculate the solution of the system for the grid size $N=100$, the space step $h=9.9 \cdot 10^{-3}$. The spectral radius of the matrices $\tilde{A}_{1}, \tilde{A}_{2}$ (17) for this space step is $\rho\left(\tilde{A}_{k}\right)=0.999, k=1,2$. Due to the fact that the spectral radius is close to unity, the vector randomized algorithm 2.4 converges slowly, and the number of iterations $K$ must be large enough to obtain the solution of linear systems (9) with sufficient accuracy. We take $K$ equal to $5 \cdot 10^{3}$. The maximum variance of the estimator for the solution obtained by the algorithm 2.4 for $N=100$ is 0.013 for the first component $u_{1}(\boldsymbol{r})$ and 0.05 for the second component $u_{2}(\boldsymbol{r})$. We simulate $M=10^{7}$ trajectories to get the solution smooth enough to compute mixed derivatives. These parameter values provide an average absolute error of the linear system solution equal to 0.0002 . The iterative algorithm of solving the Lamé equation 1.5 converges in four iterations and gives the solution with an absolute error of 0.0003 and a relative error of 0.01 .

The partition "Cascade_lake" of the cluster "MVS-10P" of the Joint Supercomputer Center of RAS [20] is employed for calculations. The "Cascade_lake" node consists of two processors Intel Xeon Gold 6248R CPU 3.00 GHz , each containing 24 cores with 2 threads.


Figure 2. The right-hand sides ( $\mathrm{a}, \mathrm{b}$ ) and solutions ( $\mathrm{c}, \mathrm{d}$ ) of the Lamé equation obtained using the iterative algorithm and calculated using the exact formulae

The calculation time for solving one linear system is 13 seconds, and the entire time for solving the Lamé equation is 102 seconds when using a single node and 48 MPI processes.

Figure 2 shows the right-hand sides $\boldsymbol{v}_{1}(\boldsymbol{r}), \boldsymbol{v}_{2}(\boldsymbol{r})$ and solutions $u_{1}(\boldsymbol{r})$, $u_{2}(\boldsymbol{r})$ obtained by the iterative algorithm (1.5) and calculated using exact formulae (28), (29). As shown, the approximation of mixed derivatives, which is included in the right part, is not smooth. However, the solution of the Lamé equation is calculated with good accuracy.

## Conclusion

A stochastic iterative algorithm for solving the Lamé equation in a twodimensional domain is presented. We deal with a system of two coupled second order elliptic equations for the displacement vector components. Each equation includes a mixed second order partial derivative of another component. The iterative algorithm is based on the following idea: in the first equation, the mixed partial derivative of the second component is moved to the right-hand side of the equation. The same is done with the second equation. We approximate the Lamé equations by finite differences and transform the resulting system of linear algebraic equations using the redblack ordering of the Gauss-Seidel method. The linear system is solved using the vector randomized algorithm. We check the iterative algorithm for solving the Lamé equation with a known solution. The simulation results show that the algorithm allows solving the Lamé equation with good accuracy.
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