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Supercomputer simulation of a gravitating gaseous
circumstellar disk using SPH∗

O.P. Stoyanovskaya, N.V. Snytnikov

Abstract. New parallel algorithm is developed for simulating the dynamics of
a thin circumstellar disk. It is based on the combination of a gridless method of
smoothed particle hydrodynamics (SPH) and the grid-based convolution method for
calculating a gravitational potential. To develop the algorithm, we made software
profiling of numerical experiments aimed at simulating gravitational fragmentation
and subsequent inward migration of dense clumps onto the star.

1. Introduction

One of important problems of the modern computational astrophysics is
the development of numerical models for the simulation of circumstellar
disks and formation of planets. In the last decade a great body of observa-
tional data appeared [1], and these data require theoretical interpretation
and explanations with the help of numerical experiments. Typically these
numerical simulations need a high resolution to track fragmentation of a
disk into clumps and their subsequent migration.

In this regard the gridless method of smoothed particle hydrodynam-
ics [2] (SPH) has some advantages over grid methods: it allows treating
rapid changes in the density at a very small spatial scale. On the other
hand, a conventional implementation of a gravitational solver used in con-
junction with the SPH makes possible to use the tree-code algorithms [3],
which have certain drawbacks in parallel implementation in comparison with
the grid-based Poisson solvers.

In recent papers [4,5], we have developed a numerical method that com-
bines the gridless SPH to solve gas-dynamic equations with the grid-based
method for calculating a gravitational potential. In the present paper we
study the validity and efficiency of the method proposed by focusing on the
problem of simulating the episodic accretion of gas clumps from a circumstel-
lar disk onto a protostar [6]. Based on the parallel method proposed in [7,8]
and using the profiling results of the numerical experiments we have devel-
oped a parallel algorithm that is suitable for general purpose simulations of
gravitating gaseous disks.
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eration MK 5915.2016.1, and with partial support of Ministry of Education and Science
of RF. Calculations are conducted using Siberian Supercomputing Center, Joint Super-
computing Center and Supercomputer “Lomonosov” in MSU.
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2. A numerical model of thin gaseous circumstellar disk

Here we give a general description of the model, while the details can be
found in [5]. The mathematical model consists of gas-dynamic equations for
the surface density and the three-dimensional Poisson equation:

σgas =

∫ +∞

−∞
ρgas dz, p∗ =

∫ +∞

−∞
p dz,

∂σ

∂t
+ div(σv) = 0, σ

∂v

∂t
+ σ(v,∇)v = −∇p∗ − σ∇Φ,

∂S∗

∂t
+ (v,∇)S∗ = 0, p∗ = T ∗σ.

Here v is the gas velocity in the disk plane, p∗ is the surface gas pressure,
γ∗ is the polytrope index for quasi-3D, which is related to poytrope index γ

by γ∗ = 3 − 2

γ
, T ∗ =

p∗

σ
, S∗ = ln

T ∗

σγ∗−1 are the derivative values analogous

to gas temperature and entropy, a = −∇Φ is the particles accelleration
in the external and self-consistent gravitation field, Φ is the gravitational
potential, which is the sum of a central body potential and a disk potential,

Φ = Φ1 + Φ2, Φ1 = −Mc

r
, Mc is the central body mass, Φ2 is the self-

consistent gravitational field calculated from the Poisson equation

∆Φ2 = 4πσgas, Φ2 → 0 at r →∞.

Equations are given in the dimensionless form. The base parameters are
the gravitational constant G, the typical size R0 = 10AU = 1.5 ·1012 m (AU,
astronomical unit), and the typical mass M� = 2 · 1030 kg.

Initial parameters of the disk are the inner radius Rmin, the external
radius Rmax, and the initial values of temperature and surface density taken
from [9]. The surface density is defined as Σ = Σ0/r, where Σ0 is computed

from the equation
∫ Rmax

Rmin
Σ0 dr dφ = Mdisc, and the gas temperature is T =

T0/
√
r, where T0 is a user-defined parameter.

The gas velocity is calculated using the equation of gas rotation around
the central body:

v2φ
r

=
1

Σ

∂p∗

∂r
+
∂Φ

∂r
, vr = 0.

The numerical algorithm is based on a combination of the SPH for solv-
ing gas-dynamic equations with the grid-based Poisson solver: the surface
density is interpolated into the nodes of a Cartesian grid and then is used
for calculating a gravitational potential using the convolution method.

3. Numerical experiments

The main purpose of the experiments performed is to test the numerical
method by simulating the fragmentation of a gaseous disk into clumps and
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tracking their evolution up to the moments when the so-called episodic ac-
cretion may occur. Then it could be possible to make a comparison with the
numerical results known from literature (and obtained with other numerical
methods) and to make up a basis for the software profiling and subsequent
development of a new scalable parallel algorithm.

The initial size of a circumstellar disk is set to be from 10 to 100 AU.
The mass of a protostar is equal to 0.8MSolar, the temperature is 90 K on
the inner radius of the disk at 10 AU, and 30 K on the outer radius at
100 AU. The SPH particles are coming closer to the protostar than a user-
defined parameter Rcell (the radius of a “sink cell”), were considered as being
consumed by the protostar.

The number of particles varied from 160,000 to 640,000. In most ex-
periments we took the grid size to be equal to 512 × 512. To verify the
calculations we used a finer grid with the number of nodes 1,024×1,024 and
2,048 × 2,048. The initial value of an adaptive timestep was set to be 0.03
year, and then it could be decreased by the factor of 2 or 4 to calculate the
dynamics of clumps in the proximity of the protostar.

The accretion rate is calculated using the star mass Mc by the formula:

Ṁ =
Mc(t+ τ)−Mc(τ)

τ
. Here the timestep τ varies from 3 to 120 years, a

particular value τ is specified in the description of figures.

Most supercomputer experiments were conducted on NKS-30T in the
Siberian Supercomputing Center, while the remaining part –– on the super-
computer “Lomonosov” in the Moscow State University.

For automatic tracking of gas clumps (Figure 1) we have also imple-
mented a special algorithm of seeking, tracking clumps (local peaks of the
surface density), and retrieving their main characteristics (like velocity and
mass).

3.1. The accretion rate in fragmenting and non-fragmenting disks.
As the first step we have checked the ability of the numerical model to
reproduce different modes of the accretion rates Ṁ for fragmenting and
non-fragmenting disks. We have carried out several experiments for the
disks with masses 0.15, 0.2 and 0.25 MSolar and compared their accretion
rates (Figure 2). The left, the central and the right part of Figure 2 present
the results of calculations with different timestep and grid parameters . The
main features of the numerical solutions are the same for all calculations.

As was expected, non-fragmenting disks (with masses 0.15, 0.2) have
demonstrated smooth accretion rates in the limits 5 · 10−7–5 · 10−6 solar
masses per year. If we increase the mass of a disk from 0.15 to 0.2 MSolar,
the accretion rate will increase by the factor of 1.3.

On the other hand, the model of a fragmenting disk with the mass
0.25MSolar shows the development of a non-smooth accretion rate with
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Figure 1. Example of computations which require tracking of clumps

Figure 2. The accretion rate for models with the disk mass equal to 0.15 (the
green line, a non-fragmenting disk), 0.2 (the red line, a non-fragmenting disk) and
0.25 MSolar (the blue line, a fragmenting disk). The timestep in years and the grid
are 30 and 512× 512 (left), 120 and 1024× 1024 (center), and 120 and 2048× 2048
(right)
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Figure 3. The accretion rates for a
disk with the mass 0.2 MSolar. The
black and red lines correspond to dif-
ferent types of a softening kernel. The
solid lines correspond to the calculation
with 4,0000 particles, the dotted lines––
160,000 particles, and the dash-dotted
lines–– 640,000 particles

episodic outbursts after 850 years of its evolution. The results obtained
are in agreement with those in [10,11].

Figure 3 shows diagrams of the accretion rate for a disk with the mass
0.2 MSolar for different parameters. It is clear that the absolute value of
the background accretion rate is sensitive to the numerical resolution. If we
increase the number of SPH-particles from 40,000 (the solid line) to 640,000
(the dashed-dotted line), the accretion rate will decrease for more than 1
order of magnitude. A similar decay of the accretion rate can be observed for
models with different types of SPH softening length (the black and the red
lines in Figure 3). These results confirm the idea that the viscosity terms,
related to the numerical viscosity play a significant role in reproduction of
the backgrount accretion rate.

The results presented in Figures 2 and 3 can be interpreted in the follow-
ing way: the developed numerical model is able to reproduce different sce-
narios of the protostar accretion with a strong dependence among dynamic
processes in the disk (the clumps formation and their mutual interaction)
and the rate of mass transfer onto the protostar.

3.2. The clumps-induced outburst mode of episodic accretion. An-
other interesting result of the numerical experiments is the outburst mode
of the accretion, related to the gravitational fragmentation of a disk. Such
a scenario was earlier described in [11], where it was demonstrated that the
clump rotating around the protostar may disturb the inner part of a disk
and initiate the accretion onto the protostar. Figure 4 shows the surface
density of gas, obtained for the model with 0.25 MSolar for the four differ-
ent stages of evolution. Clumps, which induce the accretion outbursts, are
marked with the white circles.

The accretion rate is constantly increasing during several hundreds years
and then it happens to increase rapidly from the rate 5 ·10−6 to 4.5 ·10−4 of
the solar masses per year at the moment ∼ 800 years. During the subsequent
evolution of the disk, the accretion rate changes non-smoothly: it has several
peaks of a smaller amplitude and then it returns back to the “pre-outbursts”
values. Figure 4 shows that the marked clump initially rotates around the
protostar on the radius about 50 AU, its mass being about 10 MJupiter. The
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Figure 4. Left: the logarithm of gas surface density of the disk evolution, obtained
in 1200, 1740, 1800, 1980. The disk mass is 0.25 MSolar. Right: the accretion rate,
measured in M�y

−1, for the same period (the solid line), the orbital radius of the
marked clump (the dashed line). The time step is equal to 30 years. Moments of
figures capturing are marked with arrows

first accretion outburst occurs when the clump begins inward migration and
reaches proximity of the protostar. However, it never falls down the proto-
star. Instead, it continues the rotation around the protostar at distances of
15–20 AU.

To check whether this behavior depends on the position of an internal
sink cell we have carried down computations with decreasing the radius of
a sink cell from 10 to 5 AU. A comparison between the accretion rates and
the orbital position of the nearest clump is shown in Figure 5. The clump
is slowly approaching the protostar and initiates several accretion outbursts
while moving to the inner part of the disk. This scenario suggests that under
certain conditions the astronomically observed accretion outbursts may give
indirect evidence of the existence of clumps in the inner part of a disk.

Figure 5. The blue line –– the accre-
tion rate for a disk with the mass 0.25
MSolar in units of M� y−1, the radius of
the sink cell Rcell = 5 AU. The red line––
the orbital radius of the clump nearest
to the protostar. The time step for cal-
culating the accretion rate is 3.75 years

4. The parallel algorithm

Based on the numerical experiments performed using a very simple paral-
lel algorithm [12], we made the performance analysis and profiling in order
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to define the bottlenecks and the key properties of the numerical method
to focus on creating its parallel version. The developed parallel algorithm
uses the domain decomposition to N uniform domains. Each subdomain
has its own group of processors: the main processors are used to calculate
the Poisson equation while other processors (CPU/GPU) are used to pro-
cess SPH-particles. The dynamic load balancing is used for re-distributing
the processors among groups according to the number of SPH-particles dis-
tributed among subdomains.

The general scheme of the algorithm was proposed in [7,8] and, in addi-
tion, we introduce the following key ideas and modifications:

• The amount of computations required for solving gas-dynamic equa-
tions is much higher (by the factor of 100 and even more) than for
solving the gravitational potential. This means that the main compu-
tational efforts should also be concentrated on the SPH part.

• For modern supercomputers the amount of computations required for
processing one SPH particle (calculating its coordinates and gas pa-
rameters) is much higher than for transferring this particle from one
processor to another. Thus, there is no point in trying to avoid com-
munications as it used to be several years before.

• For a single time step the SPH particle can move among nearest cells,
only. Because of this fact the number of particles which needed to be
transferred among subdomains does not exceed 0.1–1 % of the total
number of the SPH-particles.

• Processing of the SPH particles requires the neighboring particles to
be located on the same processor. This requires the use of the so-called
“ghost” zones or overlapping zones among subdomains: when the in-
formation about particles located near the boundaries of subdomains
is distributed in both subdomains.

• We use sorting for the SPH-particles and re-distributing them among
subdomains.

• To optimize the search for the neighbors, we employ constructing K-d
trees inside each cell in the case if the number of the SPH particles is
big enough.

The first proof-of-concept experiments with the parallel algorithm have
shown that it is promising for the use on supercomputers with a moderate
number of processors (100–1,000), with the number of the SPH particles
100–1,000 million and the size of a grid up to 32,768× 32,768. For a typical
numerical experiment with 100 million of the SPH particles, 16,384×16,384
grid nodes, and using 128 CPU-cores, the calculation of a single time step
is about 20 seconds, with less than half computations spent on communica-
tions.
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5. Conclusion

We have presented results of the numerical experiments aimed at the sim-
ulation of the episodic accretion in a circumstellar disk. It was shown that
the earlier created numerical model, which is a combination of gridless SPH
method and the grid-based Poisson solver, is valid and can be used for the
simulations of a gaseous gravitating disk characterized by the fragmenta-
tion into clumps. We have developed a parallel algorithm, based on the
domain decomposition and dynamic load balancing which is promising for
conducting numerical experiments with a big number of particles and a fine
grid.
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